Overcoming the classical Rayleigh diffraction limit by controlling two-point correlations of partially coherent light sources
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Abstract: In classical optical imaging, the Rayleigh diffraction limit \(d_R\) is defined as the minimum resolvable separation between two points under incoherent light illumination. In this paper, we analyze the minimum resolvable separation between two points under partially coherent beam illumination. We find that the image resolution of two points can overcome the classic Rayleigh diffraction limit through manipulating the correlation function of a partially coherent source, and the image resolution, which independent of the specified positions of two points in the object plane, can in principle reach the value of 0.17\(d_R\). Furthermore, we carry out an experimental demonstration of sub-Rayleigh imaging of a 1951 USAF resolution target via engineering the correlation function of the illuminating beam. Our experimental results are in agreement with our theoretical predictions.
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1. Introduction

Coherence is one of the salient features of light, and it plays an important role in many applications, such as optical imaging [1–4], coincidence fractional Fourier transform [5], wavefront sensing [6], free-space optical communications [7, 8], optical scattering [9], information transfer and detection [10, 11], plasmonics [12–14], optical trapping and guiding [15, 16]. In recent years, there has been a growing interesting in partially coherent beams with prescribed correlation functions (i.e., degrees of coherence) due to their extraordinary properties displayed on propagation and on interacting with random media [17–37]. Gori et al. discussed the sufficient condition for devising a genuine correlation function of a partially coherent beam [18, 19]. A variety of partially coherent beams with prescribed correlation functions, such as non-uniformly correlated beams, multi-Gaussian correlated Schell-model beam, Laguerre-Gaussian correlated Schell-model beam, Hermite-Gaussian correlated Schell-model beam, optical coherence lattices, and so on, have been introduced theoretically and generated experimentally [4, 20–28]. One of the intriguing features of partially coherent beams with prescribed correlation functions is that such beams can produce a variety of nontrivial beam profiles in the far field [20–28], such as flat-top and dark-hollow beam profiles, beam arrays and lattices etc, which are expected to be useful in optical manipulation, material processing, image transmission and optical encryption. Furthermore, it was found that one can reduce turbulence-induced scintillation (i.e., intensity fluctuation) through manipulating the correlation functions of partially coherent beams [29, 30], which makes partially coherent beams with prescribed correlation functions attractive for free-space optical communications. Various methods have been developed to generate partially coherent beams with prescribed correlation functions and measure their correlation functions [17, 28, 30–37].

At the same time, the image resolution improvement in practical imaging systems is of great importance for imaging technology. Over the past decades, sub-Rayleigh resolution was achieved through improving image reconstruction techniques [38–40] or modulating the properties (e.g., amplitude and phase) of the illumination light [41–45]. It is known that the Rayleigh diffraction limit $d_R$ is defined as the minimum resolvable distance between two points under incoherent light illumination. Some studies have shown that by modulating the phase of the illumination light, e.g. vortex phase, the separation distance of two equally luminous points may overcome the Rayleigh limit [41–44]. It was shown in [41] that a sub-Rayleigh separation distance about one order magnitude below the Rayleigh criterion can be achieved using two mutually incoherent overlapping optical vortices with different topological charges. Another technique to overcome the Rayleigh limit is to modulate the amplitude of the illumination light, i.e., structured illumination microscopy, which utilizes a spatially structured excitation light casting on the sample [45–47], and the resolution can overcome the diffraction limit by a factor of two. The relationship between image formation and spatial coherence of light has been explored in the past decades [48–53]. Castaneda developed a method for phase space representation of the image formation illuminated by partially coherent beams [51, 52]. In [53], Tong and Korotkova theoretically investigated the
image resolution of two points under illumination with a partially coherent beam carrying a twist phase, and the authors found that the maximum image resolution of $0.17d_R$ can in principle be attained by manipulating the twist phase. However, the twist phase of a partially coherent beam control still presents a challenge. Brown et al. explored the effect of partially correlated azimuthal vortex illumination (i.e., a special example of a vector partially coherent beam) on the image contrast [4], and the image resolution of about $0.93d_R$ was achieved, but it is direction/polarization dependent because the correlation function of the illumination beam is anisotropic.

In this paper, we analyze the image resolution using a telecentric imaging system with a low numerical aperture under partially coherent beam illumination with prescribed correlation function. We show that direction/polarization independent sub-Rayleigh image resolution can be achieved through manipulating the correlation function of the partially coherent beam; the resolution can in principle attain the value of $0.17d_R$. As an example, we analyze image resolution under Laguerre-Gaussian correlated Schell-model (LGCSM) beam illumination, and find that the image resolution equals to $0.85d_R$. Furthermore, we experimentally demonstrate sub-Rayleigh imaging of a 1951 USAF resolution target under LGCSM beam illumination.

2. Theoretical analysis

Consider an illumination field in the form of a partially coherent beam with prescribed correlation function, generated from a Schell-model source with the cross-spectral density (CSD) of the form [17, 18]

$$W(r_1, r_2) = \exp \left( -\frac{r_1^2 + r_2^2}{4\sigma_0^2} \right) \mu(\Delta r),$$

Here $\Delta r = r_2 - r_1$, $r_i = (x_i, y_i)$ represents an arbitrary point in the plane $z = 0$ and $\mu$ denotes the normalized correlation function (i.e., degree of coherence). In Eq. (1), we assumed that the partially coherent source intensity distribution is a Gaussian of the width $\sigma_0$.

---

**Fig. 1.** Telecentric imaging system. Lenses $L_1$ and $L_2$ have the same focal length $f$. Figure 1 shows a telecentric imaging system comprised of two thin lenses ($L_1$ and $L_2$) and a pupil. The lenses $L_1$ and $L_2$ have the same focal length $f$. The object and the pupil are located in the front and rear focal planes of $L_1$, and the image plane is located in the rear focal plane.
of $L_2$. The CSD function of the field in the image plane is connected to that in the object plane by the following integral [44]

$$ W(\mathbf{\rho}, \mathbf{\rho}) = \int W(r_x, r_y) O(r_x) O'(r_y) h(r_x, \mathbf{\rho}) h(r_y, \mathbf{\rho}) d^2 r_x d^2 r_y, \quad (2) $$

where $O(r)$ is a transmittance function of the object, and $h(r, \mathbf{\rho})$ is an impulse function between the object plane and the image plane, given by

$$ h(r, \mathbf{\rho}) = -\frac{1}{\lambda f} \int P(\xi) \exp \left( -ik \frac{\xi}{\lambda f} (r + \mathbf{\rho}) \right) d^2 \xi. \quad (3) $$

Here $k = 2\pi / \lambda$ is the wavenumber with $\lambda$ being the wavelength, and $P(\xi)$ denotes the transmission function of the pupil. Suppose that the pupil is a circular aperture of radius $R$, then the impulse function reads

$$ h(r, \mathbf{\rho}) = \frac{-2\pi R^2}{\lambda^2 f^2} \frac{J_1(2\pi R |r + \mathbf{\rho}| / \lambda f)}{2\pi R |r + \mathbf{\rho}| / \lambda f}. \quad (4) $$

Here $J_1(\cdot)$ denotes the Bessel function of first kind of order 1. We assume the object to be an opaque screen with two small pinholes separated by a distance $d$, located symmetrically with respect to the $y$ axis at $y = 0$. The transmittance function $O(r)$ of such an object can be approximately expressed in terms of two Dirac delta-functions as

$$ O(r) = \delta(x - d / 2, 0) + \delta(x + d / 2, 0). \quad (5) $$

Substituting from Eqs. (1), (4) and (5) into Eq. (2), after integration and by setting $\mathbf{\rho} = \mathbf{\rho} = \mathbf{\rho}$, we obtain the intensity $S(\mathbf{\rho})$ in the image plane as

$$ S(\mathbf{\rho}) = \frac{1}{16\lambda^2 f^2} \left( \frac{\pi R^2}{\lambda f} \right)^2 \exp \left( -\frac{d^2}{8\sigma_0^2} \right) \left[ S_+^2 + S_-^2 + 2 \text{Re} [\mu S_+ S_-] \right], \quad (6) $$

where

$$ S_+ = \frac{2J_1 \left( 2\pi R \sqrt{(\rho_x \pm d / 2)^2 + \rho_y^2 / \lambda f} \right)}{2\pi R \sqrt{(\rho_x \pm d / 2)^2 + \rho_y^2 / \lambda f}} \quad (7) $$

Here “Re” denotes the real part. One finds from Eq. (6) that the image resolution of two points is closely determined by the third term, where the normalized correlation function $\mu$ plays a significant role. Note that the third term of Eq. (6) is dependent on the real part of the degree of coherence of the illumination light. Therefore, the phase of the degree of coherence could introduce the cosine-like modulation which may affect the image quality. In real situation, we could use the illumination light whose degree of coherence is real to avoid phase modulation. Furthermore, the third term of Eq. (6) is sensible to differences of the illumination of the pinholes, and non-uniform illuminations will limit the control ability of the coherence degree to affect the image. Thus, the control of the degree of coherence and the intensity distribution of the illumination light are very important. In experiment, it is easy to generate a partially coherent illumination light with uniform-intensity (i.e., free of speckles) [17]. The degree of coherence and the intensity distribution of the illumination light can be controlled independently. Therefore, the effect of the non-uniform illumination on the image quality can be neglected.
Under the condition of incoherent light illumination, i.e., \( \mu(\Delta r) = \delta(\Delta r) \), the third term in the square brackets in Eq. (6) vanishes yielding the classical Rayleigh limit (i.e., the minimum resolvable distance between two pinholes), i.e., \( d = 0.61 \lambda f / R \). In this case, the ratio of the intensity at the image center to the maximum intensity is about 0.735, i.e., \( S(0)/[S(\rho)]_{\text{max}} = 0.735 \).

If the illumination field is a conventional partially coherent beam, i.e., Gaussian Schell-model (GSM) beam, whose normalized correlation function is expressed as \( \mu(\Delta r) = \exp\left(-\frac{\Delta r^2}{2\delta_0^2}\right) \) with \( \delta_0 \) being the spatial coherence width (SCW), the image resolution monotonously decreases as \( \delta_0 \) increases because \( \mu \) always takes a non-negative value for any \( \Delta r \).

If the illumination field is a nonconventional partially coherent beam whose normalized correlation function can take on negative values, the image resolution of two pinholes can overcome the classical Rayleigh limit and attain the magnitude of 0.17 \( d \) whenever the degree of coherence attains its minimum equal to −1. As an example, we assume the illumination field to be an LGCSM beam (i.e., a typical example of partially coherent beam with a prescribed correlation function), whose normalized correlation function takes the following form

\[
\mu(\Delta r) = L_n^0 \left( \frac{\Delta r^2}{2\delta_0^2} \right) \exp\left(-\frac{\Delta r^2}{2\delta_0^2}\right). \tag{8}
\]

Here \( L_n^0 \) denotes a Laguerre polynomial with the radial index \( n \) and azimuthal index 0. When \( n = 0 \), the LGCSM beam reduces to a GSM beam.

Figure 2 shows the distribution of \( \mu(x) \) of an LGCSM beam versus \( x / \delta_0 \) for different values of \( n \). Notice that unlike \( \mu(x) \) of a GSM source \( (n = 0) \), \( \mu(x) \) of an LGCSM source exhibits oscillations as a function of \( x \). When \( \mu(x) \) at \( x = d \) just attains its minimum value by adjusting the magnitude of \( \delta_0 \), the third term at \( \rho = 0 \) also attains its minimum value which is negative, then the image resolution of two points can be improved beyond the Rayleigh limit (i.e., incoherent light illumination). An attractive feature of our illumination scheme is image resolution isotropy—the resolution does not depend on the specified positions of two pinholes.
in the object plane. This important feature distinguishes our approach from that of Ref [53].

In our case, the SCW $\delta_0$ plays an important role for sub-Rayleigh resolution realization. As shown in Fig. 2, the value of $\delta_0$ required to achieve the best resolution depends on the index $n$.

Fig. 3. Images of two pinholes with separation $d = d_R$ under the illumination of (a) an incoherent source; (b) an LGCSM source with $n = 1$ and $\delta_0 = 0.5d_R$; (c) an LGCSM source with $n = 6$ and $\delta_0 = 0.98d_R$. The corresponding cross lines ($\rho_y = 0$) of the images are shown in Fig. 3(d).

Fig. 4. (a) Resolvable separation between two pinholes versus $\delta_0 / d_R$; (b) Minimum resolvable separation between two pinholes versus radial index $n$.

Figure 3 illustrates the image of two pinholes with $d = d_R$ under incoherent source illumination ($n = 0, \delta_0 = 0$), as well as under that of an LGCSM source with $n = 1$ and 6. As expected, the image of two pinholes is barely resolvable under incoherent light illumination. However, under LGCSM source illumination with $\delta_0 = 0.5d_R$ for $n = 1$ or $\delta_0 = 0.98d_R$ for $n =$
6, the image of two pinholes can be resolved, i.e., the normalized intensity at the central point is greatly reduced [see Fig. 3(d)]. We point out that to resolve two points with a sub-Rayleigh separation, \( \delta_0 \) is not required to exactly equal to its critical value. It is sufficient for it to lie in a vicinity of this value. To elucidate the influence of \( \delta_0 \) on the image resolution of two points, we plot in Fig. 4(a) the resolvable separation between two pinholes versus \( \delta_0 \). As expected, the resolvable separation increases with \( \delta_0 \) for GSM beam \((n = 0)\) illumination. For LGCSM beam illumination with \( n = 6 \), about 10% smaller than the Rayleigh diffraction limit can be achieved when the SCW is in the range from \( 0.72d_g \) to \( 1.1d_g \). The resolvable separation of two pinholes reaches its minimum value, \( 0.85d_{gd} \approx \frac{\lambda}{2\delta_0} \), when \( \delta_0 \approx \frac{0.82d_g}{\lambda} \). The dependence of the minimum resolvable separation on the index \( n \) is shown in Fig. 4(b). We find that as \( n \) increases, the ability to distinguish two pinholes is enhanced because the minimum value of \( \mu \) decreases as \( n \) increases.

3. Experimental verification

We carry out an experiment to demonstrate sub-Rayleigh imaging under LGCSM beam illumination. Figure 5 shows the experimental setup for generating an LGCSM beam and demonstrating sub-Rayleigh imaging. The setup for generating an LGCSM beam is similar to that reported in [31]. A linearly polarized in the \( x \)-direction Nd: YAG laser \( (\lambda = 532\text{nm}) \) beam is transmitted through a beam expander and a beam splitter (BS). The reflected beam from the BS propagates toward a spatial light modulator (SLM) which can be regarded as a computer-controlled phase screen used to produce the beam with prescribed beam profile. In order to generate a LGCSM beam in the object (OB) plane, the beam produced by the SLM should be a hollow Gaussian beam with its electric field being [54]

\[
E(v) = \left( \frac{|v|}{\omega_0} \right)^n \exp \left( -\frac{v^2}{\omega_0^2} \right),
\]

where \( v = (v_x, v_y) \) denotes the position vector, \( n \) and \( \omega_0 \) are the beam order and beam width, respectively. The pattern of the phase screen loaded on the SLM for generating a hollow Gaussian beam is obtained by computing the interference pattern between a plane wave (reference wave) and a hollow Gaussian beam. After reflecting from the SLM, the first-order diffraction beam from the SLM can be considered as a hollow Gaussian beam. Then a circular aperture (CA1) and a thin lens (L1) are used to block the other unwanted diffraction orders except the first-order diffraction and imaging the hollow Gaussian beam onto a rotating ground-glass disk (RGGD) plane, respectively. The transmitted beam from the RGGD becomes an incoherent light with Gaussian statistics, and then is collimated by a collimating lens L2 with focal length \( f_2 \). By applying the Van Cittert-Zernike theorem [49], the normalized correlation function of the beam behind the L2 can be expressed as

\[
\mu(\Delta r) = \int I(v_x) \exp \left[ -\frac{i2\pi v_x \cdot \Delta r}{\lambda f_2} \right] d^2v_x,
\]

where \( I(v_x) \) is the intensity distribution of the hollow Gaussian beam on the RGGD plane. Substituting Eq. (9) into Eq. (10) and after integration, we obtain \( \mu(\Delta r) = L_0^2 \left( \frac{\Delta r^2}{2\delta_0^2} \right) \exp \left( -\Delta r^2 / 2\delta_0^2 \right) \), which is known as the normalized correlation function of the LGCSM beam described in section 2. The coherence width is obtained as \( \delta_0 = \frac{\lambda f_2}{\omega_0} \) if we assume that the designed beam width of the hollow Gaussian beam equals to that on the RGGD plane. In our experiment, the coherence width is controlled by adjusting...
the beam width $\omega_0$ through changing the phase screen loaded on the SLM. The Gaussian amplitude filter (GAF) located behind $L_2$ is used to transform the beam profile to Gaussian shape. To generate a GSM beam, we replace the SLM with a reflecting mirror in Fig. 5. The normalized correlation function $\mu$ and the corresponding $\delta_0$ are measured by the method introduced in [28, 31]. When the LGCSM or GSM beam is produced, it serves as illumination light in the telecentric imaging system. The focal lengths of lenses $L_3$ and $L_4$ are $f_3 = f_4 = f = 250\text{mm}$, and the radius of the iris ($CA_2$) is $R = 1.5\text{mm}$. On the basis of the Rayleigh criterion, the minimum resolvable separation of two points in our image system is $d_{min} = 54.2\mu\text{m}$. A charge-coupled device (CCD) with single pixel $4.6\mu\text{m} \times 4.6\mu\text{m}$ is placed in the image plane to record an image of the object (i.e., 1951 USAF resolution target). The integration time of the CCD is set as 100ms.

Fig. 5. Experimental setup for generating an LGCSM beam and demonstrating sub-Rayleigh imaging. Laser, ND: YAG laser; BE, beam expander; BS, beam splitter; SLM, spatial light modulator; $CA_1$, $CA_2$, circular apertures; $L_1$, $L_2$, $L_3$, $L_4$, thin lenses; RGGD, rotating ground-glass disk; GAF, Gaussian amplitude filter; OB, 1951 USAF resolution target; CCD, charge-coupled device.

Fig. 6. Image of the target under the illumination of (a) a GSM beam with $\delta_0 = 55\mu\text{m}$; (b) a GSM beam with $\delta_0 = 10\mu\text{m}$; (c) an LGCSM beam with $n = 1$, $\delta_0 = 28\mu\text{m}$; (d) an LGCSM beam with $n = 6$, $\delta_0 = 55\mu\text{m}$.
The experimental results of the 1951 USAF resolution target image, captured by the CCD, are shown in Fig. 6. For the GSM beam illumination ($n = 0$) case, one finds that although the image resolution for $\delta_0 = 10\mu m$ is better than that for $\delta_0 = 55\mu m$, the area inside the rectangular box indicated by a white arrow could not be clearly distinguished. According to the target, the indicated area consists of two triple-slits with the slit width and separation being 24.8$\mu m$ and 49.6$\mu m$, respectively, i.e., segment 4-3 in the test target. For the LGCSM beam illumination case, the image of the two triple-slits indicated by the white arrow becomes progressively more resolvable as the index $n$ increases, implying that sub-Rayleigh image resolution is realized. Wave optics numerical simulation results of segment 4-3, illuminated by different types of beams, are shown in Fig. 7(a)-7(c). One sees that the image resolution is indeed improved under LGCSM beam illumination with $n = 6$ and $\delta_0 = 55\mu m$.

Our numerical results (not presented) also show that the image resolution under incoherent light illumination is almost the same as that under GSM beam illumination with $\delta_0 = 10\mu m$.

The corresponding cross lines of simulation results (solid line) and experimental results (circular dots) of the right side triple-slit at $\rho_y = 0$ are shown in Fig. 7(d)-(7f). One finds that except the case of $n = 6$ and $\delta_0 = 55\mu m$, there are slight deviations between the experimental results and the theoretical results [see Fig. 7(d) and 7(e)]. This deviations may be due to the imperfect modulation of the normalized correlation function in the experiment, i.e., the minimum value of $\text{Re}[\mu(d)]$ in the experiment did not reach the minimum value predicted by the theory. In addition, the unwanted scattering light and the aberration in the image system also deteriorate the image resolution. However, in general, our experimental results agree reasonably well with our numerical results.

4. Summary

We summarize by saying that we analyzed the image of two pinholes in a telecentric imaging system under partially coherent beam with prescribed correlation function illumination. We have found that the image resolution, which is independent of precise positions of two
pinholes in the object plane, can overcome the classical Rayleigh diffraction limit $d_R$ via controlling the source correlation function. Furthermore, we have demonstrated experimentally the sub-Rayleigh imaging of a 1951 USAF resolution target under LGCSM beam illumination. The minimum image resolution achieved with LGCSM beam illumination is about $0.85d_R$, while its value can in principle reach $0.17d_R$, provided it is illuminated by a partially coherent beam with the correlation function $\mu$ attaining a minimum value of $-1$. Our prediction motivates us to design and generate such partially coherent beams in the future. Our results are useful for optical imaging and may find applications to high-resolution microscopy.
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