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Abstract—Unlike its conventional version, an uncondition-
ally stable alternating-direction-implicit (ADI) finite-difference
time-domain (FDTD) method was recently proposed that retains
the correct divergence property but with higher computation ex-
penditure. In this letter, a newly formulated divergence-preserved
ADI-FDTDmethod is proposed. It takes about 41.7% less count of
floating-point operations than the original divergence-preserved
ADI-FDTD method without scarifying accuracy. Detailed analysis
and numerical examples are presented to verify the improvement
of computational efficiency.

Index Terms—Alternating-direction-implicit finite-difference
time-domain (ADI-FDTD) method, computational efficiency,
divergence-free, divergence preservation, floating-point opera-
tion, unconditionally stability.

I. INTRODUCTION

A LTHOUGH the unconditionally stable alternating-direc-
tion-implicit finite-difference time-domain (ADI-FDTD)

method and its variations have been well developed for mod-
eling electromagnetic structures, the field quantities computed
have been found to be not divergence-preserved (e.g., di-
vergence is not zero in source-free regions) [1]. To address
the issue, a divergence-preserved ADI-FDTD method was
proposed in [1]. Detailed formulations, stability proof, nu-
merical dispersion, and other further analysis of the method
were presented in [2]. Because of its divergence-preservation,
the method has great potential in various applications, in
particular in those involving charges such as electromagnetic
particle-in-cell (EMPIC) simulations [3]. However, this di-
vergence-preserved ADI-FDTD method requires 24 for-loops
and 72 floating-point operations (multiplications/divisions and
additions/subtractions) to update fields in one full time-step. As
a result, for electrically large or high- structures, computa-
tional expenditure may become intolerantly and unacceptably
high. Thus, an efficiency-improved divergence-preserved
ADI-FDTD method is much desired.
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In this letter, based on the theory presented in [1], we propose
a new efficiency-improved divergence-preserved ADI-FDTD
method with reduced floating-point operation count. First, we
present the general formulations of our proposed efficiency-
improved divergence-preserved ADI-FDTD method. Then, we
compare its computational efficiency with the original diver-
gence-preserved ADI-FDTD method [1] and the conventional
non-divergence-preserved ADI-FDTDmethod and its enhanced
variations of [4] and [5] in terms of floating-point operation
count. Numerical experiments are finally given to verify the ac-
curacy and efficiency of the proposed method.

II. FORMULATIONS OF THE PROPOSED EFFICIENCY-IMPROVED
DIVERGENCE-PRESERVED ADI-FDTD METHOD

Linear, lossless, isotropic, and nondispersive media with per-
mittivity and permeability are considered. The time-depen-
dent Maxwell’s curl equations can then be written in the fol-
lowing matrix form:

(1)

where

(2a)

and

(2b)

The original divergence-preserved ADI-FDTD method [1]
can be expressed as

(3)

As shown in [2], (3) can be computed within two substeps.
For the first substep

(4a)
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(4b)

For the second substep

(5a)

(5b)

Here, is the intermediate variable.
Equations (4) and (5) form the original divergence-preserved

ADI-FDTD method that requires more computational expendi-
ture than other methods as shown in Table II of Section IV.
Now we substitute (4b) into (5a)

(6)

Then

(7)

Equation (7) can be reformulated with the introduction of inter-
mediate such that

(8a)

(8b)

where

.
For the second sub-time-step, we advance (4a) by one time-

step and have

(9)

By substituting (9) into (5b), we obtain

(10a)

(10b)

Then, (8b) can be rewritten as

(11a)

(11b)

Equations (8) and (11) form the basic field updating equa-
tions of the proposed efficiency-improved divergence-preserved
ADI-FDTD methods. Unlike (4b) and (5b) of the original di-
vergence-preserved ADI-FDTD method, (8b) and (11b) of the

proposed method involve only simple matrix subtractions and
do not require matrix multiplications. Therefore, the proposed
divergence-preserved method is more computationally efficient
(as will be shown in detail in Section III).
Moreover, when expanded into component fields, (8) and (11)

of the proposed method can be further simplified. Take the com-
ponents in the -direction of and for example; for field
march from the th time-step to the th time-step, after
some mathematic manipulations, we have

(12a)

(12b)

(12c)

For field march from the th time-step to the th
sub-time-step, we have

(13a)

(13b)

(13c)

As seen from the above equations, , , and are
not required to be computed. In other words, for the vector,
only , , components needs to be updated in each
time-step; as a result, memory consumption and CPU time of
the proposed method are further saved.
In the field updating equations of (8) and (11)–(13), field com-

ponents are not computed directly. Rather, they are related to
through the following equations:

(14)

and

(15)

The efficiency of the proposed method is further discussed
next.

III. EFFICIENCY COMPARISON BETWEEN THE PROPOSED
METHOD AND THE OTHER ADI-FDTD METHODS

In this section, the floating-point operation counts of the
proposed divergence-preserved ADI-FDTD method are com-
pared to those of other ADI-FDTD methods. Table I lists the
counts of floating-point operations of the conventional non-di-
vergence-preserved ADI-FDTD method and its improved
variation [4], the original divergence-preserved ADI-FDTD
method [1], and the proposed efficiency-improved diver-
gence-preserved method. The numbers given in Table I are the
numbers of multiplication/division or addition/subtraction op-
erations on the right-hand sides of the field updating equations
used in each method for the field to advance for a complete
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TABLE I
FLOATING-POINT OPERATION COUNTS OF DIFFERENT IMPLICIT SCHEMAS

WITH SECOND-ORDER CENTRAL DIFFERENCE

full time-step. The numbers of For-loops are for updating of all
components in the -, -, and -directions.
As can be seen from Table I, the count of floating-point

operations of the proposed method is about 58.8% less than the
conventional non-divergence-preserved ADI-FDTD method
and is the same as its improved variation [4]. However, the
proposed method preserves the correct divergence property.
Therefore, the proposed method should be more accurate than
the original ADI-FDTD method in applications such as EMPIC
simulations [3] where charges are involved. In comparison to
the original divergence-preserved ADI-FDTD method [1], the
count is 41.7% less. It should be mentioned that in comparison
to the most recently developed efficient one-step leapfrog
ADI-FDTD method [5], the proposed method has a higher
count of floating-point operations, but the one-step method is
not divergence-preserved [6].
In terms of the memory consumption, the proposed method

is similar to the conventional non-divergence-preserved
ADI-FDTD method [7]. As presented in (6) and (7), and
, which store the intermediate field values, need to be

computed. More specifically, , , and need to be
computed in every full time-step. In comparison to the one-step
leapfrog ADI-FDTD method [5], the proposed method uses
more memory since the one-step method does not require the
computation of intermediate values. However, the proposed
method is divergence-preserved, while the one-step method [5]
and its conventional method [7] are not.
For the numbers of For-loops, with careful arrangements

of the position of the field components, (8a) and (8b) can be
combined into one For-loop; as a result, increasing the number
of For-loops is avoided. That is, only half the number of the
For-loops of the original divergence-preserved ADI-FDTD
method [1] (i.e., half of the 24 For-loops) is computed in the
proposed method.

IV. NUMERICAL EXAMPLES AND DISCUSSION

A cavity filled with air was selected [8] to verify the accuracy
and efficiency of the proposed method. A grid of

millions cells with a uniform cell size of
mm was employed. The source function is

with ps and ps. A current plane
source was placed at , and the observation point was
located at (125, 80, 23).
The results were obtained with the conventional FDTD

method with and the proposed method with
and 4, respectively. Fig. 1 shows the obtained

Fig. 1. computed with the second-order explicit FDTD method with
, and the proposed divergence preservation ADI-FDTD method

with and 4.

Fig. 2. Absolute relative error of computed with the proposed divergence
preservation ADI-FDTD method of .

with the two methods, and Fig. 2 presents the absolute error of
computed with the proposed method in reference to the re-

sults obtained with the conventional FDTD method. The results
obtained with the two methods are visibly indistinguishable.
That is, the proposed efficiency-improved divergence-pre-
served FDTD method has good modeling accuracy.
Table II presents resonance frequencies obtained from ana-

lytical method, the conventional FDTD method, and the pro-
posed efficiency-improved divergence-preserved ADI-FDTD
methods with and 4. It is easy to find that the errors
of the proposed method are slightly larger than the conventional
FDTD method and they increase with .
Table III shows the usages of time and memory by the FDTD,

the original divergence-preserved ADI-FDTD method [1], and
the proposed method. Compared to the original divergence-pre-
served ADI-FDTD method, the proposed method took about
14% less CPU time with and 25% less memory
at the same accuracy. In comparison to the conventional FDTD
method, the proposed method used 49% more memory due to
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TABLE II
COMPARISON OF RESULTS WITH CONVENTIONAL FDTD

AND THE PROPOSED METHOD

TABLE III
COMPARISON OF THE TIME AND MEMORY USED BY THE YEE’S
FDTD METHOD, THE ORIGINAL DIVERGENCE-PRESERVED

ADI-FDTD METHOD, AND PROPOSED METHOD

the introduction of the intermediate values of , but
73% less CPU time with .

V. CONCLUSION

In this letter, a new efficiency-improved divergence-pre-
served ADI-FDTD formulation has been proposed, and its
efficiency comparisons to other FDTD methods are presented.
It is found that the proposed method is more efficient than
the original divergence-preserved ADI-FDTD method in both
memory and CPU time. In comparison to the FDTD, it uses
about 50% more memory but less CPU time if the time-step is

chosen to be adequately large. Therefore, due to its divergence
property and high efficiency, the proposed divergence-pre-
served ADI-FDTD method is recommended as an FDTD-based
alternative technique if unconditional stability is required for
modeling (e.g., highly resolved fields). Finally, it should be
pointed out that further comprehensive studies on numerical
properties of the proposed method, such as potential anomalous
numerical propagation, as well as extension to dispersive or
nonlinear media, are under way, and the results will be pub-
lished in the future.
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